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Abstract A time efficient compression technique,
incorporating attention stimulating factors, for mn capture
data is proposed. Compression ratios of 25:1 to 13@an be
achieved with very little noticeable degradation iperceptual
quality of animation. Experimental analysis showthat the
proposed algorithm is much faster than comparablppaoaches
using wavelets; thereby making our approach feasilibr motion
capture, transmission and real-time synthesis on liile devices,
where processing power and memory capacity arettahi

Index Terms— Motion Capture, Compression, Perception of
Animation, Online 3D Environments.

SING motion capture data is an effective way t
produce skeletal animations. In online application
efficient compression of motion capture data cantrioute to
optimal use of available bandwidth while preservitige
transmission of higher quality animation. In recemars,
different approaches have been proposed to adidiressotion
data compression problem. However, none of theractlyr
discusses the possibility of achieving further it in data
size with little noticeable perceptual degradatioonsidering
the human visual system.

Even though perceptual factors in image and vidaeeh
been widely studied [7], there is no existing cpadife metric
[5] that considers different aspects of perceptioanimation.
Thus, in this paper we propose a technique forgmoally
guided compression of motion data, considering sofnine
most important factors, which can affect the petioap of
animation.

Motion  capture refers to  “the  process
recording movement and translating that movementtomom
digital model” [15]. Motion can be recorded usingtioal,
mechanical or magnetic devices by tracking the nmmmrés of
key points (such as joints) on an object (Figure Mdtion
capture is useful in many applications includinglitariy,
entertainment, sports, medicine, computer visicoh raiotics.
In computer animation, motion capture data can $eduo
create realistic 2D and 3D animated characters.

Motion data are usually sampled at frequenciesdest 60
to 240 Hz. A hierarchical biped structure (skelgtsrtypically
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used to coordinate the relative position and moveroéeach
child key point with respect to its parent key poiithe
movement of a key point can be precisely descrilgdg 9
degrees of freedom (3 translations, 3 rotationd, &rscaling
factor) in the x-, y- and z- coordinates. We use thrm
channel to associate with one degree of freedomHDO
tracing the trajectory of a key point during theirenmotion
sequence (animation). Given a defined number ofgagts,
the size of each channel is dictated by the nurobdérames
captured. Thus, ifk markers are used to capture the
movements ok key points in am-frame sequence, the motion
sequence can be encoded in 9k channels, with denmel
recordingn numbers defining the state of a key point at each
%t the n time slots. It is possible that the values of some
Thannels remain zero during the entire animatiar. body
animation, very often movement of the whole objeah be
defined using at most 3 rotational DOF for eachkagmlus 3
translational DOF for the whole object.

In online and interactive applications, motion captdata
can consume a large amount of bandwidth espeaidiign
multiple dynamic characters are present in the escén
important characteristic of realistic motion data &
considerable amount of spatial correlation betwebe
different data channels and temporal correlatiothiwieach
channel, which if processed and compressed eftdgtivan
reduce the data size considerably.

The primary motivation of this work is efficient tda
transmission for interactive online 3D environme(#sch as
online games). To this end we propose a methodhwisic
capable of achieving an equivalent or better cosgioa ratio
compared to the state of art methods while consgimimuch
shorter compression and decompression time.

The rest of this paper is organized as follows.tiBecll
introduces the basic concepts of motion captureommputer
animation, reviews some of the important motion adat
compression approaches, and discusses their shrontgr® for
online transmission of interactive data. In the saaction we
also review the study results on human perceptibn o
animation. The proposed method is discussed iniddeti
followed by experimental results in Section V. &ig
concluding remarks and future work are outline&éttion V.
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Fig. L An example of (left) a motion sequence capturedgusnarkers
(black dots) on key points, (right) a file formatt the captured data, and
(bottom) a 3D trajectory generated by one key pdintng motion capture.

Il. RELATEDWORK

Current approaches to compression of motion data ca

achieve compression ratios of 25:1 to 35:1 withwaticeable
perceptual degradation [1], [2]. However each appnohas
some deficiencies in addressing the requirementsliie 3D
applications as discussed below.

A. PCA Based Approach

Arikan [1] proposed a method that can compresselar

databases of motion capture data, using a ratim 86:1 to

35:1, with minimum amount of degradation in percept
quality (Fig. 2). The input database consists filtadescribing

the skeleton structure of the animated charactérs @

(typically large) number of motion clips. In theikperiments
they used two databases. The first one containf &ames
sampled at 120Hz (1:30 hours long). The secondwasethe
Carnegie Mellon motion capture database contai@rgM

frames sampled at 120Hz (6:30 hours long).The uUyidgr

skeleton was composed of 20 bones, coordinated Bfth
DOFs.

Instead of working with joint orientation data, thathors
use joint position data to avoid the problem thaynarise
from nonlinearity and hierarchical representatioh joint
orientation data. For each bone “the global pasitaf 3
different and known points” in the bone’s local odinate is
calculated. These positions are called virtual ik

A 3D cubic Bezier curve is then fit into the 3Djéetory of
each virtual marker. The vectors containing Bezerve
parameter values generated from the virtual marlares
clustered using Nystrom approximation. Principahfponent
Analysis (PCA) is performed on each cluster, anpedeéing
on the desired accuracy a number of larger rowshef
resulting matrix are selected. The (x,y,z) posgiarf each
virtual marker on the foot are considered as sépat®

signals and compressed using Discrete Cosine Tmnansf
(DCT).
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Fig. 2. PCA based approach.

While this approach achieves high compression satip
may not be suitable for some applications. Fist,game and
simulation engines that use joint angles repretentathe

%verhead of converting marker positions to joinglas might

e significant [2]. Second, PCA based approacheaelsi high
compression ratios by exploiting correlation betw&OFs in
addition to temporal dependencies within each Diddwever,
it might be desirable to achieve the same compressitio
while encoding each channel separately. For exarmpkome
applications it is useful to combine different noatifiles to
generate a new motiore.g, combining upper body of one
motion with lower body of another one). Finallyistlpproach
achieves high compression ratios only when apjbea large
motion database, but for individual motion filedtwielatively
small number of frames the compression ratio can
significantly lower [1]. This is because high comgsion is
achieved when PCA is applied on large clusters.

B. Wavelet Based Approach

Using wavelet to compress the motion files can esohost
of the problems in the PCA based approach discuskede.
High compression ratios with low perceptual degtiadacan
be achieved without exploiting the correlation betw DOFs
and without the overhead of converting joint andtesnarker
positions and vice versa. In wavelet based methoads
dimensional wavelet transform is applied to eachnakl of
motion data (Fig. 3). Depending on the desired cesgion
ratio a percentage of the wavelet coefficients leept and
others are set to zero. This process is followeduantization,
run length encoding and entropy coding to produlce t

be
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compressed output stream.

Baudin et al. [2] proposed optimal wavelet coeffiti
selection for motion data compression. Their apgncgpplies
a distortion metric that takes into account thefedénce

Preda et al. [17] proposed two different methods fo
encoding and transmitting BBA. The first methodésed on
predictive coding followed by quantization and epir
coding. The second one consists of applying onesdgional

between the positions of each joint before and raft®iscrete Cosine Transform (DCT) on each DOF in the

compression, and gives higher weight to joints wwitbre local
influence (based on the length of the bone attadbethe
joint). Given a desired compression ratio, an ogtimumber

skeleton, followed by quantization and entropy ogdiThey
also proposed a frame reduction technique to aehiégher
compression. Compression rates of the input BVesfivary

of wavelet coefficients are selected for each chhrsuch that from 5:1 to 45:1 depending on the method (DCT tesmlin

the distortion is minimized. Since the coefficisetarch space higher

is very large, a discrete optimization algorithm used to
estimate the best solution. In order to reduce ah#dacts
related to foot skating, the difference between #Hutual
position of a foot before and after coefficientestion is
stored. For decompression, an inverse kinematiesd used
to correct the position of joints after moving afdo its actual
position. Their studies suggest that a compregsitio of 25:1
(for short motions) to 35:1(for longer motions) cde
achieved without any noticeable visual degradation.

Input
l (DOFs)

Wavelet Transform
|

¢ Wavelet Coefficier
—> Coefficient Selectio
lThreshold
Thresholding+
L » Quantization+

RLE+Entropy Coding

Fig. 3. Wavelet Based Approach.

While generating promising results, this approaels fa
number of shortcomings. First, the compressioneig/ time
consuming (133-327 ms per frame on a 2GHz AMD Aitgd
bits) mainly because of the process of allocatingoptimal
number of coefficients to each channel. Also, thmpression
time per frame has a direct relation with the nundfdrames
in the animation. Second, the error metric used
optimization is highly dependent on the joint hiety. In
other words, giving more weight to the joints witlgh error
rates does not necessarily yield good results.

C.MPEG-4 Bone-based Animation

In 2004 Bone-based Animation (BBA) was includedha
MPEG-4 standard [16]. Motion is represented byatans in
the DOF of joints in a skeleton (as described iatiBe I). For
each frame, a binary string is used to record WIEF is
modified, and only the values of the modified DQE atored
and transmitted.

compression) and parameterms.g,
parameter, used.

quantization

D.Other Approaches

Onder et al. [4] presented two methods to reduee th
number of key frames in a motion capture file. Tirst
method is fitting a Hermite curve to each chanrfeinotion
data (rotation angles) using a dynamic programrajmgroach.
A Hermite curve can be reconstructed by specifyingtrol
points and tangent vectors. In the second methed tise a
curve simplification algorithm to represent eactaratel of
data by a few keyframes. They applied their progosethods
on a short (22 frames) and a relatively long (14i@8nes)
motion. Both methods were capable of reducing timaber of
keyframes by 75-80% without any noticeable percaptu
degradation. While the compression ratio is nothiegh as
other approaches, their methods may be useful itingd
motion data and motion understanding.

Tournier et al. [10] proposed a method based oncipal
Geodesics Analysis (PGA) that exploits both tempairad
spatial redundancy of motion data. PGA is an extensf
PCA in non-Euclidian space (such as joint rotatiomgles).
Joints in the skeleton are divided into three gesoapd each
group is compressed in a different way. Root pmsitand
orientations are compressed using a lifting schéfned:-joints
trajectory can be compressed using any standarearlin
compression methods, such as wavelets. PGA isrpegtbon
the rotation angles of inner joints. For decompmessa PGA-
based inverse kinematics is applied that can recdhe
original position of inner joints using the rootdaauter joints
positions. The authors reported a compression K#Hti@8:1
t0182:1 for different types of animation. While ghinethod
achieves high compression for some motion dataasta few
drawbacks. First, the decompression is very timesgming

fdiecause of the inverse kinematics. Also, the aeerag

decompression time per frame is directly relatethéonumber
of frames. Finally, the compression ratio varieggngicantly
for different types of motion which is not desirabh online
applications.

E. Measuring Perceptual Quality of Motion

The research on measuring the perceptual quality of
animation is still in its early stage. A closelyated problem is
determining whether a motion is perceived as nhtbga
human subjects. Approaches to quantifying natutaidn
motion can be divided into three categories [9]e Tirst
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category is defining some constraints on the mowsnef
joints and looking for violation of these consttain Two
examples are conservation of angular momentumghtfland
“violation of the friction cone when the foot is gontact.”
Another category, which will be discussed more belis to
define some threshold on the percentage of erraliffarent
aspects of animation (such as change in lengthmzdmal and
vertical velocities, etc.) that can be obscurede Tthird
category is to train a classifier based on dataléb by
humans as natural or unnatural motions.

Reitsma and Pollard [8] performed experiments tasuee
the sensitivity of human subjects to violation ohe of the
laws of physics as a result of changes to the mataia. They
systematically added errors to human jumping motiowl
measured the ability of subjects to detect thesm®rResults
of their studies suggest that: (1) Added accelenas easier to
detect than added deceleration; (2) Detectionwfdaavity is
easier than high gravity; (3) Errors in horizontalocities are
easier to detect than errors in vertical velociti€key also
proposed a formula to estimate the level of acddptarror,
but mentioned that the specific results depend anynother
factors including complexity of the geometric madel

Pollick et al. [6] studied the factors affectingrgeption of
human movements. Results of their study suggestfdhdast

compression of human motion capture data for online
applications considering the following requiremenid)
Encoding and decoding should take a small portibrihe
processing resources (not just real time), sirexestnitting 3D
animation online involves many other tasks withhhigsource
demands besides the transmission of motion dakat; $hould

be able to incorporate human perceptual factoranohation
into the technique.

Among the different motion capture data compression
methods discussed in the previous section, we fimat
wavelet coding provides the best technique conisigethe
requirements mentioned above for several reasoirst, F
wavelet encoding proved to be one of the most ieffic
approaches for encoding multimedia data [13]. Sécenen
without considering spatial dependencies betweertiomo
channels, high compression ratios can be achidviedlly, it
is relatively straightforward to adjust the peregptquality of
motion. This is because each channel is encoded
independently, and so if research studies showdhatjoint
should be encoded more accurately, then the wavelet
coefficients of the channels relating to that jordn be
compressed with a lower ratio.

The basic idea is to select different numbers efffaoents
for different channels of data based on the impoeeof each

movements the judgment is mostly based on the Wgloc channel on the perceived quality of motion. Alsaséd on

while for slower, movements velocity along with &mer
factor (not precisely defined) is used to distisgubetween
similar looking motions. Harrison et al. [3] penfoed a series
of experiments to measure human sensitivity to geann
length in animation considering the effects of etption, task
interference, increase vs. decrease in lengthtidaraf length
change and division of attention. As a result @rtlstudies,
the authors suggest several guidelines for obsguength
changes in animation including: (1) A length chandeip to
2.7% is almost unnoticeable by a human observerT(&
change in length should not exceed 20% under anglition;
(3) People are more sensitive to increase in letigém to
decrease; (4) Faster changes are more noticeable;
Sensitivity to length changes decreases duringiiasibns.

Ren et al. [9] investigated the possibility of dieyeng a
measure for quantifying the naturalness of humatiamdoy
training different classifiers (including a mixtuoé Gaussians,
hidden Markov models, and switching
systems) with a large database of motions. Nonethef
classifiers were able to classify the test datah wigry low
error rates. Also, they mention that this approswuffiers from
a few shortcomings including: (1) The measures matybe
valid for motions that are significantly differeffitom the
training data; (2) Some types of error may not bkalbly
detected (for example, error occurring within ayvehort
duration of time).

. PROPOSEMMETHOD

The aim of this work is to develop a technique lassy

global properties of the object (such as distangm fcamera,
number of objects present in the scene, degredterfition,

etc.) the total number of coefficients to be traitied could be
multiplied by a factor (between 0 and 1). We did oee a
global optimization method (such as that in [2]rdnese: (1)
Either the compression or decompression would reduigh

processing resources, which is not suitable for itttended

application; (2) As discussed in [2], global optation

approaches might not provide good results wherigtertion

metric is not “dependent enough on the joint higmgs” This

would be the case if the distortion metric giveghler weights
to the error of some jointse(g, joints in contact with the
€énvironment).

In this work we try to optimize the coefficient selion
algorithm considering two important factors. Thwstffactor is
the length of the bone connected to a joint. Lalymres have
greater effect on the perceptual quality of an atiom than

linear dynamicsmaller bones. It should be noted that we are derisg the

effect of a joint on the whole hierarchy becaudg:\We are
concerned with the perceptual quality of the caouatéd
animation, and not the individual position of egomt; (2)
Finding the individual effect of each joint on hgerarchy is
not straightforward and may become time consumifgy.
example, as mentioned in [2] “In a boxing animati@guence
where the actor holds his arms close to his bodgmall
rotation of the torso can have less influence @npbsitional
distortion than a rotation at the elbow or the $theu”

The evaluation of animation quality involves mukip
factors, which include not only the movement itdalt also
other environmental factors such as the viewertgore of
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interest, texture masking and scene illuminationowH
environmental factors affect human perceptual guas a

large research topic worth separate discussiorisanot in the
scope of this manuscript. In our experiments, wayapegular

lighting in an empty scene mapping simple plairoc®lon the
animated character, and assume the viewer focusethe
animated character. This experimental setting piessia high
likelihood for majority of the viewers to discovany artifact
in the animation.

In order to locate the high attention regions, wela the
Interactivity-Stimulus-Attention Model (ISAM) [19]which
explains how interactivity stimulates immersion aufgnitive
resources. ISAM was validated by involving 700 p#rants
in their user studies. We hence assume that theurtrraf
attention focused on a region is proportional ® dmount of
activity associated with that region. Similarly, & motion
sequence where the character moves its left hand often
but its right hand remains almost still, we assuhee viewer
pays more attention to the area around the leftl.hamorder
to compare the amount of activity for each DOF,measure
the sum of its variation in a set of consecutiarfes (see Step
4 of the proposed algorithm below).

The proposed method can be described by the falpwi
steps. Each channel of datg {<i < N ) represents one DOF

(usually rotational) of a joint of the skeletanis an input
parameter to the algorithm indicating the percemtaf the
wavelet coefficients to be kept for the whole aniora The
other inputs are QP (quantization parameter) i, EhdW
(window size) which contains the number of franiest tare
compressed together in a single slice. The ougfuthe
algorithm is the compressed wavelet coefficientthefmotion
file. The processing steps are:

1. Divide the animation intd slices, havingV frames in
each slice (with the exception in the last slichjolv
can contain less thalY frames).

2. For each slicen, (1<k<M ) perform Steps 3 to 9:

3. Since the animated characters can be of diffeizaess
we use the normalized values (or

representing the relative
impact) of each channel.

A =l (2)
6. For each channel compU(e:max(aﬁM,C) , the

2A
=1

largest (in absolute value) wavelet coefficiend ant
other coefficients to zero (wher€ is a constant
representing the minimum number of wavelet
coefficients kept for each channel).

7. Quantize the remaining wavelet coefficients lingarl
into QP bits.

8. Use run-length to encode the wavelet coefficients.

9. Use an entropy coding method to compress the data.

importance (perceptual

IV. EXPERIMENTALRESULTS

We implemented our compression algorithm using Ghe
programming language. Daubechies D4 wavelet wad fmse
encoding data. We used the Carnegie Mellon Unibersi
ASF/ASM viewer [11] in our user studies. LZW comgsi®n
[12] was used as the entropy coding method. Thatidpta
were in “asf’” format, which described the skelesiructure;
and in “amc” format, which defined the movements.otder
to provide a format independent estimation of caspion
ratio, the motion data is converted into arrayhWBEE 32 bit
(4 bytes) floats precision, where every 4 bytegasgnt one
DOF in a frame. The skeleton hierarchy used wasposed of
20 bones, controlled by a total of 56 DOFs (the Inemof
DOFs does not change from frame to frame), and thes
input size was 56x4x(number of frames) bytes.

We performed a user study using two short motion
sequences from the CMU [11] motion capture databake
first one labeled 2_2 is a simple walking motiond ahe
second one labeled 49_14 is a dancing sequende niBiitons

relativavere captured at the rate of 120 frames per sec®hd.

measurement) to provide a comparable basis. ThuBotion sequences were compressed using three nsetthed
for each channel we obtain the normalized bon&he proposed method with both bone lengths andtiani in

length (; ) by dividing the bone length attached to théhe degrees of freedom being taken into accounthe-
corresponding joint by the maximum bone length iI;i)roposed method but only bone lengths being takea i

the skeleton.
4. Find the variation of each channet;) using the

following formula:
m*W+W-1

§,|Ci,p+1‘ci,p|
_ W
Vis w

1)

account; 3-Standard wavelet compression (settileg stime
percentage of coefficients to zero for all the ates). For our
method, motions were compressed using differerdrpaters,
e.g, quantization parameter (QP) and window size. W fe
sample videos of the original and compressed matam be
found at http://cs.ualberta.ca/~firouzma/mocap Fifteen
computer science students from the University obefda
participated in this user study and were able topare side
by side the original and compressed motions. Ttierlavere
shuffled in random order before being presenteth¢ousers,

5. Combine the effects of relative bone length ang,, were asked to rank their quality from 1 to if steps, 5

variation to obtain a weighted quantity/'\‘()

being the best quality.
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Fig. 4. Motion capture viewer environment.

Before starting the evaluation the users were dhtced to
the concept of quality degradation due to motiortada
compression. A total of 76 (38 for each motion) poessed
motions were presented to the users in a randowr.ofthe
compressed motions were generated by applyingitbeases
(with and without bone length) of our proposed rodthand
standard wavelet compression; using different cesgion
ratios (1:10 to 1:70), different QPs (7 to 11) atifferent
window sizes (64 to 256). Eight (four for each wsspe)
compressed motion files appeared twice in the gekt The
users were allowed to see each motion as many timdisey
wanted but the total time of the test was limitedt® minutes.
Before starting the test a few compressed motidtis awide
range of compression ratios (from 10:1 to 70:1)enstrown to
the users to help familiarize them with the diffegse in
gualities.

Fig. 5 reports the user study results: The meaniapiscore
(MOS) for compression ratios from 20:1 to 40:1@®=9 and
window size of 256 frames using the proposed methiba
error bar represents confidence intervalX 005). Observe
that for a compression ratio lower than 25:1 outhwoe gets
an average score of around 4.5 which indicates Vittgy
visible difference (and no difference to some vimsybetween
the perceptual qualities of the original and compee
motions. Also, for compression ratio 35:1 the agergquality
score is still close to 4.

Fig. 6 compares the quality scores of the propasethod
with standard wavelet compression. For compressidios
over 30:1 our method shows a statistically sigaific
improvement over the standard wavelet compressioa -
Value of one-tailed t-test comparing MOS of progbaeethod
and standard wavelet compression with the same rassipn
ratio was less than 0.05 for all the experiments).

In order to verify our choice of variation in ratat degrees
as an attention factor we compare the quality ehpessed
motion using the proposed method (both bone lengtit
variation in rotation) and the case where only bl@ngths are
considered (Fig. 7). Here again the results shaiguificant
improvement when both factors are considered.
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Fig. 5. Results of user study on two of CMU datalastion files
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Fig. 6. Comparing the proposed method and the atdndavelet
compression.
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Fig. 7. Verifying the efficiency of selected pertegd factors.

The compression times of three motion files witfiedent
number of frames are shown in Table |. The comjass
times for shorter clips are not reported becaus@ations in
real time applications are much longer. Also, tmpriecision
in the timer can distort the results for short €lifphe program
was executed on a desktop computer with an Intet @duo
2.66 GHz processor and 2 GB of memory. We canhsgd¢he
average compression time per frame is about 25 qus f
relatively long motion files, which demonstratesatththe
algorithm has very efficient processing time.
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TABLE |
Compression times (times arejis)

Motion File No. of frames Total Time Per Frame
14 9 3287 79687 24.2
14 4298 107500 25.01
259 5147 131250 25.5

It is reported by the adaptive wavelet compressiathod
[2] that, for short sequences, a compression miti@5:1 is
achieved without any noticeable degradation. Thas be
comparable to the average quality score of arouBdeported
in Fig. 5 for the same compression ratio. The c@sgon
time reported in that paper is between 133 and #8per
frame on a 2 GHz AMD Athlon 64 bit which is appnaétely
10" times greater than our method. In Arikan’s paddr &
compression ratio of 30:1 is reported for compressihe
whole CMU database, which contains 6:30 hours ohation
at 120 frames per second (2.9M frames). Howevethis
calculation the input files are not in 32 bit fleabut in a text
based format which needs about twice as much stoBased
on the reported figures in that paper, the compeastio is
equivalent to less than 20:1 if the input is cotegrto 32 bit
floats. Also, note that the statistics is baseccompressing a
very large motion database containing motion alipsarious
contents and lengths. It is not expected to obthé same
results when a single regular length motion clithestarget. In
their case, a decompression time of M2 per frame is
reported on a Pentium 4 @ 3.4 GHz which is 40 tigrester
than the decompression time of our algorithm.

V. CONCLUSION AND FUTURE WORK

We proposed a fast encoding and decoding techrfigque (17]

lossy compression of motion capture data, takingndrmu
perception into consideration. Experimental resstew that
our algorithm, in general, is much faster than ptwmparable
methods. Initial studies suggest that compressitios of at
least 25:1 are achievable with little impact on cegtual
quality. Since our method is faster while presegvian
equivalent or better perceptual quality, the corsped motion
data is more robust to constrained bandwidth, whigh
especially important in a mobile environment. le tturrent
model, we introduce two attention factors: bonegtea and
variation in rotation. However, there can be mathepfactors
affecting the quality of animations, including tthistance from
camera, horizontal and vertical velocity of theembjand the
size of the limbs. Also, the efficiency of correcti contact
positions using inverse kinematics [14] could bether
studied. We believe our work presented in this papd
inspire more interest in the research communitgultang in
more attention factors to be discovered, and thénenaatical
model to be extended and refined.
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