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Abstract—In this work we propose a new approach to account for burst packet loss during transmission of 3D objects represented by texture and mesh over unreliable networks. Our strategy includes applying stripification on the 3D mesh following the valence-driven algorithm and distributing nearby vertices into different packets, combined with an interleaving technique that does not need texture or mesh packets to be re-transmitted. The perceptually-driven technique is able to interpolate successfully lost mesh features even under severe packet loss. The reconstructed mesh is improved further by applying our curvature-driven probabilistic strategy to safeguard visually significant structures on the 3D surface. Experimental results show that smoothness on the object surface is preserved even at 50% packet loss. At 75% packet loss, smoothness on the object surface deteriorates but the overall shape of the objects is still preserved. We also define a Quality of Experience (QoE) metric to formulate the Just-Noticeable-Difference (JND) concept, to quantify the qualitative findings obtained from earlier subjective user studies, which provides flexibility to applications for reducing the transmission of visually redundant data.

Index Terms—QoE-aware error control, Just-Noticeable-Difference (JND), QoE metric, Burst packet loss, Unreliable network, 3D graphics, Mesh geometry-driven.

I. INTRODUCTION

3D graphics is commonly used in many online applications, such as games, virtual reality, augmented reality and other immersive environments including the latest 3DTV displays. In pace with the rapidly growing online entertainment industry and the supply of high definition display devices, increasing user demand for higher quality and richer multimedia content have driven application developers to search for breakthroughs in order to satisfy user expectations and enhance viewing experience. Furthermore, the launch of advanced wireless communication infrastructures has broadened user’s viewing platforms from conventional large scale virtual CAVE and Reality Centre environments to a portable and mobile setting. One of the major challenges associated with these technological privileges is how to provide satisfactory Quality of Experience (QoE) so as to keep the consumers entertained and engaged; and sustain evolving commercial products and research.

Transmitting high definition data consumes significant bandwidth. For this reason, many state-of-the-art compression algorithms have been developed, associated with the introduction of various QoE metrics, which are essential for assessing the rendered quality of the decompressed data. These metrics can be subjective or objective. Subjective metrics require qualitative user studies. However, conducting user studies involves tedious ethics approval process, controlled experimental setup and recruiting a sufficiently large subject pool in order to achieve a statistically significant outcome. Objective metrics are based on quantitative analysis, e.g., signal-to-noise (SNR) and mean square error (MSE), hoping that the results can reflect the degree of satisfaction of human viewers. While QoE metrics for 2D media have been extensively studied, the research on incorporating human perceptual factors in the compression and transmission pipeline for 3D content still lags behind its 2D counterpart. In this paper, our contribution is three-folds: (1) enhancing the viewing experience by proposing a geometry-driven interleaving technique for transmitting 3D meshes over burst packet loss channels, (2) introducing a geometry-driven curvature histogram to assign higher priority to more noticeable surface features, and (3) formulating the Just-Noticeable-Difference (JND) concept in a mathematical model, which is consistent with qualitative user studies, and applying this QoE metric to minimize the transmission of redundant data so that constrained resources, e.g., time and bandwidth, can be allocated to other media resulting in better overall quality.

Transmitting texture alone, geometry alone or texture/geometry combined are challenging issues and worth individual discussions. A JND solution for transmitting high resolution texture taking human perception into consideration was published by the authors in separate papers. The trade-off between allocating limited bandwidth to texture vs. geometry was discussed and a perceptually optimized strategy was proposed in [5]. The focus of this manuscript is on geometry data transmitted over burst packet loss channels.

The rest of the paper is organized as follows: Section II reviews 3D mesh coding and introduces our perceptually-coded interleaving strategy for burst packet loss channels. Section III gives experimental results and analysis. Section IV formulates our QoE metric by defining a mathematical model to quantify the Just-Noticeable-Difference concept. Finally, conclusion is presented in Section V.
II. 3D CODING AND TRANSMISSION OVER BURST PACKET LOSS NETWORK

3D transmission over unreliable networks needs to take into account the possibility of packet loss, which often happens in burst. In order to minimize the impact of burst errors on the transmitted data, interleaving has been used by researchers as an effective tool [28][29][30]. However, interleaving techniques for 1D and 2D data such as image or video, which have fixed adjacent distance, are not suitable for arbitrarily connected 3D meshes, which do not follow the regular row and column traversal pattern. Our proposed interleaving technique, which considers both irregular traversal patterns and surface curvature, was not studied by previous interleaving methods.

Although numerous transmission strategies have been introduced in the literature, most of them were designed for TCP/IP based networks and did not consider the possibility of packet loss over unreliable burst channels and do not incorporate perceptual factors to enhance QoE. In a wireless transmission environment, where packet loss may occur as a result of shadowing, fading and interference [21][25], a TCP strategy, which requires retransmission, leads to further delays and thus degradation in the quality of service. Multimedia transmission over wireless networks were discussed in [12][26], but relatively little work was done addressing 3D transmission over lossy channels. In later research, approaches for robust transmission of mesh over lossy channels [1][4] have been outlined. Chen et al. [4] assumed that the successful transmission of the base layer was guaranteed. Progressive refinement was achieved by subsequent layers. However, for lossy channels, this implies retransmission of the base layer until the data is received. Retransmission adds an overhead on bandwidth limited connections, in particular for wireless and mobile networks, as well as multicast, real-time or time-constrained applications, such as interactive virtual or augmented, as well as gaming, environments. Al-Regib et al. [1] applied an adaptive scheme using error correction codes (ECC) to correct errors at different rates. ECC uses additional bits to correct errors, which might require significant overhead if the error rate is high. In contrast to the retransmission and ECC strategies, we simply assume a certain percentage of the packets may be lost and significant overhead is not feasible given the network constraints. In our previous work [18][7][5][10], we discussed how perceptual factors could help improve the quality of transmitted data; how constrained bandwidth could be allocated efficiently between texture and mesh data; and how arbitrary meshes were transmitted in situations where packet loss was possible. We compared how various types of 3D transmission strategies fared, and how to take perceptual quality into account in designing a better strategy. We first proposed our perceptually optimized strategy based on a multi-resolution representation of the texture and mesh. We then studied the transmission strategy of vertex geometry to minimize the risk of packet loss affecting a large neighborhood, followed by a discussion of the interpolation methods used to reconstruct the meshes.

In a communication network, packet loss is often bursty [12][16][2]. This can be caused by congestion on the Internet. For wireless networks, burst packet loss can be caused by temporary link outage or fading-induced bit error. In order to minimize the adverse effect of burst errors, an interleaving technique aims to prevent errors from affecting a large neighborhood. Examples of interleaving techniques can be found in the literature [27] but their focus is on 1D sequences and 2D images. The strategy is to apply a predefined distance to separate neighboring elements in the transmitted stream, independent of which 1D sequence or 2D images are being transmitted. Due to the arbitrary distribution of vertices on a 3D mesh, a predefined distance is not effective because it may work on a specific geometry while fail on another. We propose a mesh geometry driven interleaving scheme for transmitting arbitrary 3D meshes over burst packet loss channels. The main idea is to automatically adapt the parameters to the geometric property of a 3D mesh based on the maximum burst length being considered. We conducted experiments to verify the efficiency of the proposed method.

A. Three-Dimensional Mesh Coding

A 3D mesh is represented by geometry and connectivity [20]. An uncompressed representation, such as the 16 ASCII format [23], is inefficient for transmission. To encode mesh connectivity efficiently, every polygon should be visited and recorded in an order that is efficient for compression.

Among the many 3D mesh connectivity encoding algorithms proposed since the early 1990s [19], the valence-driven approach [22] is considered to be one of the most effective techniques for 3D mesh connectivity compression. It has a compression ratio of 1.5 bits per vertex on the average. In our technique, the mesh connectivity is encoded using this technique and transmitted over the network.

B. Our Interleaving Technique

After receiving the data over a burst packet loss channel at the client, we first reconstruct the mesh partially based on the geometry and connectivity information successfully received. The vertices are then traversed and the mesh is reconstructed following the valence-driven decoding algorithm. When a vertex with lost geometry, L, is encountered, the adjacent reconstructed vertices, whose geometry is either not lost or is interpolated previously, are used to linearly interpolate the geometry of L.

Adjacent Distance and Motivation of Mesh Geometry-Driven Interleaving

Interleaving techniques for 1D and 2D data, which have fixed adjacent distance, are not suitable for 3D meshes because of their regular row and column traversal pattern. An example of arbitrary 3D connectivity is shown in Fig. 1. A vertex is drawn as a node in the graph. The traversal order of the vertices is indicated by the numbers in the nodes, which are assigned by the valence-driven algorithm. The relative adjacent distance between two connected vertices is written on the edge. Differing from 1D and 2D data, a 3D vertex is associated with unequal adjacent distances to its neighbors. In Fig. 1, the neighbors of Vertex 20 are Vertex 21, 22, 54, 60, and 99,
whose adjacent distances relative to Vertex 20 are 1, 2, 34, 50 and 79 respectively.

To illustrate how adjacent distances (magnitude) vary between connected vertices on arbitrary meshes, we compute the edge count (in descending order) associated with a particular adjacent distance for two 3D models: Cow and HammerHead (Table 1). Observe that most edges have the shortest adjacent distance, 1 in this case, and different meshes have different adjacent distance frequencies as shown in the Edge Count column in Table 1. Fig. 2 shows the histograms starting from the second highest edge count, excluding edges with distance 1. Motivated by this observation, we introduce a probabilistic interleaving algorithm, which adaptively adjusts a control parameter for different mesh geometries (different adjacent distance histograms), taking the maximum burst length into consideration.

Although we use the valence-driven algorithm as an example to illustrate the traversal pattern on irregular meshes, our mesh-dependent interleaving technique can work with any mesh encoding algorithm.

### Proposed Probabilistic Mesh-Dependent Interleaving

In order to minimize the adverse effect of burst packet loss, neighboring vertices are interleaved into separate packets. An example of how our interleaving technique works is shown in Fig. 3. We follow the valence driven algorithm and label the vertices in traversal order, starting from 0. The network packets are denoted by PKT0, PKT1, and so on. The interleaving pattern is controlled by two parameters: $B$ and $L$. Parameter $B$ is the maximum burst length considered and is used to define the number of packets in a block. The other parameter $L$ is a control parameter computed using Algorithm 1 described below. $L$ and the product $L \times B$ are used to compute the minimum distance required between elements in the same block. The interleaving pattern using $B = 2$ and $L = 3$ is given in Fig. 3. Blocks are separated by dotted lines (Block 0, Block 1 and Block 2 in this example). When the maximum burst length of 2 occurs, this interleaving pattern ensures that the neighbor of a lost vertex survives the burst.

![Fig. 1. An example of arbitrary neighboring vertex distance in a 3D mesh.](image)

![Fig. 3. Vertex interleaving for network packets using our probabilistic mesh-dependent interleaving strategy.](image)

Let $PKT_i$ be a network packet where $i(i = 0, 1, 2, \ldots)$ is the sequence number and $j(j = 0, 1, 2, \ldots)$ is the position number of a vertex in a network packet. The blocks of packets can be viewed as a matrix with $j$ rows and $i$ columns. We can associate a vertex label $l$ (traversal order) with a $(i, j)$ coordinate using Equation 1:

$$l = j \times B \times L + (i \mod B) \times L + \left\lfloor \frac{i}{B} \right\rfloor$$

For example, in Fig. 3, the label $l$ of the $3^{rd}$ vertex in PKT4, i.e., $i = 4, j = 2$, is calculated as follows:

$$2 \times 3 \times 4 + (4 \mod 2) \times 4 + \left\lfloor \frac{4}{2} \right\rfloor = 2 \times 2 \times 3 + (4 \mod 2) \times 2 + \left\lfloor \frac{4}{2} \right\rfloor = 14$$

The $j \times i$ matrix has $L$ blocks and each block has $B$ packets. In Equation 1, the first term $j \times B \times L$ indicates that each row has $B \times L$ elements in the $j \times i$ matrix. In the second term, $(i \mod B) \times L$, $(i \mod B)$ denotes the packet sequence number in each block and $L$ represents the adjacent distance of the vertices with the same $j$ value in each block. The third term $\left\lfloor \frac{i}{B} \right\rfloor$ indicates the block number in the matrix. We have the following lemma.

**Lemma 1:** The adjacent distance between two vertices in the same block is a multiple of $L$ and the adjacent distance between two vertices in each packet is a multiple of $B \times L$.

**Proof:** Suppose two vertices in a block are $(i_1, j_1)$ and $(i_2, j_2)$. The distance between them is $|i_2 - i_1| \times B \times L$. The distance between two vertices in the same packet is $|j_2 - j_1| \times B$. The distance between two vertices in different packets is $|j_2 - j_1| \times B \times L$. Therefore, the adjacent distance between two vertices is a multiple of $L$.
Since vertices in the same block have the same block number, we obtain \(\left\lfloor \frac{i}{L} \right\rfloor = \left\lfloor \frac{j}{L} \right\rfloor\). From Equation 1, the adjacent distance between two vertices in the same block is:

\[
\begin{align*}
|j_1 \times B \times L + (i_1 \mod B) \times L + \left\lfloor \frac{i_1}{B} \right\rfloor & - (j_2 \times B \times L + (i_2 \mod B) \times L + \left\lfloor \frac{i_2}{B} \right\rfloor | \\
& = |(j_1 - j_2) \times B + (i_1 \mod B) - (i_2 \mod B)| \times L,
\end{align*}
\]
which is a multiple of \(B \times L\).

The vertices in each packet have the same \(i\). Suppose that two corresponding vertices are \((i, j_1)\) and \((i, j_2)\). Therefore, the adjacent distance between the vertices in each packet is:

\[
\begin{align*}
|j_1 \times B \times L + (i \mod B) \times L + \left\lfloor \frac{i}{B} \right\rfloor & - (j_2 \times B \times L + (i \mod B) \times L + \left\lfloor \frac{i}{B} \right\rfloor | \\
& = |j_1 - j_2| \times B
\end{align*}
\]
which is a multiple of \(B \times L\).

Note that the above interleaving pattern illustrates the minimum number of packets that satisfies the adjacent distance restriction. A higher number of packets can be transmitted by partitioning each block horizontally and by dividing each packet (PKT\(_i\)) into smaller packets.

**Computation of Control Parameter** \(L\)

We put \(B\) packets in a block, inside which the adjacent distance between corresponding elements at the same \(j\) position in consecutive packets is \(L\). For example, in Fig. 3, PKT0 and PKT1 belong to a block, while PKT2 and PKT3 belong to another block. When a burst error occurs, the maximum loss is one block or two consecutive packets. The parameter \(L\) is computed so that vertices in the same neighborhood are distributed into different blocks. Suppose a burst error occurs and PKT0 and PKT1 are lost, then so is Vertex 3; but, Vertex 3 can be reconstructed based on the geometry information in its neighbors which are not lost. However, if its neighbors are transmitted in the same block, then a larger piece of the surface geometry is lost and reconstruction based on interpolation is less accurate. We choose a proper value for \(L\) based on Theorem 1, to avoid adjacent vertices being assigned to the same block.

**Theorem 1:** If the adjacent distance between two neighboring vertices in a mesh is not a multiple of \(L\), the vertices in the same block are not adjacent in the mesh.

**Proof:** According to Lemma 1, the adjacent distance between two vertices in the same block is a multiple of \(L\). If the adjacent distance between any neighboring vertices in the mesh is not a multiple of \(L\), then the vertices in the same block cannot be adjacent in the mesh.

To avoid adjacent vertices being lost in a bursty channel, we define a confidence level \(\Gamma\) to guarantee that at least this percentage of adjacent elements will not appear in the same block. This is achieved by choosing an appropriate \(L\) value based on the mesh geometry using Algorithm 1 (given in Appendix A), where we find the minimal \(L\) value, which is not divisible by the adjacent distances covered by the cumulative percentage \(\Gamma\), in order to use as few packets as possible for network efficiency. If there are too many vertices for transmission in \(L \times B\) packets, the number of packets can be increased to a multiple of \(L \times B\). For example, if the number of vertices is \(V\) and the maximum number of vertices that could be transmitted in a network packet is \(v\), the number of packets used is \(\left\lceil \frac{V}{L \times B \times v} \right\rceil \times L \times B\). In this case, to map the vertices into network packets, we just replace \(B\) by \(\left\lceil \frac{V}{L \times B \times v} \right\rceil \times B\). Once a proper \(L\) value is chosen, vertices can be assigned into network packets and retrieved from network packets in a proper order. (Algorithms 2 & 3 are given in Appendix A).

**III. EXPERIMENTAL RESULTS AND ANALYSIS**

Quantization, prediction and statistical coding are used to compress the geometry data. However, a common characteristic for all transmission strategies, for lossy channels without error correction or re-transmission, is that the lost data can only be reconstructed based on information available within the same packet. The reason is because of the assumption that other packets can be lost. Since the vertices within the same packet in our technique are not adjacent neighbors, the compression rate cannot be as efficient as the valence-driven approach [22], which has a compression ratio of 1.5 bits per vertex on the average for encoding mesh connectivity. Nevertheless, the valence-driven approach is designed for reliable networks. In general, the compression rate of strategies for lossy channels is less efficient than those for reliable channels. Also, note that the encoding of connectivity costs only about 10% of what is needed for encoding geometry [31]. The overhead of using our technique to overcome the
lossy transmission without error correction and retransmission is that it needs $B + 1$ (the maximal burst length) reference vertices instead of one reference vertex for compression in the lossless transmission. For 3D models with thousands of vertices, this overhead is relative small. Our comparisons with no-interleaving and fixed-interleaving methods were based on the same available bandwidth and no additional overhead was incurred in our technique, which demonstrates a novel interleaving pattern robust to burst packet loss that outperforms other methods in general. Compared to re-transmission, our technique requires less overhead.

In order to verify our probabilistic mesh geometry-dependent interleaving technique, we conducted experiments using different arbitrary 3D meshes. A confidence level of 80% was used throughout our experiments. Similar to [2],[24], we simulated the burst packet loss channel by a two-state Markov model known as the Gilbert model [14]. The overall loss probability of the channel was set to 25%, 50%, and 75%.

The average burst length $B$ of packet loss was set to 2, 3, 5, 8, and 16 packets.

Fig. 4 shows the reconstructed HammerHead fish mesh after transmitting (Left) with no interleaving, (Middle) with
fixed-parameter interleaving, and (Right) with our mesh geometry-dependent interleaving using a burst packet loss channel with overall loss probability equal to 25% and burst length equal to 5. Note that when no interleaving or fixed-parameter interleaving was applied, a larger area of the geometry was lost. When our mesh-dependent interleaving was applied, the lost vertices were distributed more evenly.

More examples are shown in Fig. 7. The meshes were transmitted with 50% and 75% packet loss respectively and with a burst length equal to 16. The results show that smoothness on the object surface was preserved even at 50% packet loss. At 75% packet loss, smoothness on the object surface deteriorated but the overall shape of the objects was still preserved. It is important to point out that the visual quality of the reconstructed mesh is affected by the original density of the mesh [9]. Less dense meshes have higher possibility of displaying artifacts due to burst packet loss because of the larger relative change (relative change and Just-Noticeable-Difference of displaying artifacts due to burst packet loss because of the relative change and Just-Noticeable-Difference will be discussed in the next Section). The Dinosaur mesh had a high density of 5000 vertices, and the visual quality of the reconstructed mesh at 75% packet loss was satisfactory. The other meshes with lower density: Armadillo, Bunny and Cow, showed obvious degradation in visual quality after reconstruction at 75% packet loss.

We use the metro tool [11] to measure errors between original models and reconstructed models based on Hausdorff distance. The metro tool applies surface sampling and point-to-surface distance computation. It samples vertices, edges and faces by taking a number of samples that is approximately 10 times the face number. The reconstruction errors of three transmission strategies: without interleaving, with fixed-parameter interleaving ($L = 64$), and with our mesh geometry-driven interleaving using a burst packet loss channel, are shown in Table II using 6 models. The lost geometry was interpolated as described in Section II.B above. Among all the 120 cases, the no interleaving approach had the smallest reconstruction error in 9 cases (7.50%), the fixed-parameter interleaving method had the smallest reconstruction error in 41 cases (34.17%), and our mesh geometry-driven interleaving technique had the smallest reconstruction error in the remaining 70 cases (58.33%). The comparison results verify that in general the interleaving methods perform better than a strategy with no interleaving, and our probabilistic geometry-driven interleaving technique performs better than the fixed-parameter interleaving technique.

While some applications are able to tolerate higher loss, others may need to restrict the loss below a specified level (a psychophysical interpretation of this threshold is given in Section IV). We improve the reconstructed mesh further by applying our curvature-driven probabilistic strategy [32] to safeguard visually significant structures on the 3D surface. Critical mesh features, with high curvature, like sharp edges and corners are assigned higher priority to improve the reconstruction results. A curvature index of a normalized mesh, describing the relative elevation of a visually significant surface feature from the average plane formed by its adjacent vertices, is added to the transmission pipeline and stored in a predefined adjacent vertex when the probability of packet loss becomes unacceptable. For model reconstruction purpose, a lookup table recording a number of elevation levels is used. Based on the 3D models tested, sixteen levels are generally sufficient and each index requires 4 bits to encode. Thus, the actual bandwidth taken up by the curvature indices is independent on the probability of packet loss, the tolerance of an application, and is mesh geometry-driven. For relatively smooth surfaces, curvature index is not necessary.

We assume that there is a significant curvature level or Just-Noticeable-Difference (JND) threshold (Fig. 5) beyond which (to the left of the dotted vertical line in Fig. 5) linear interpolation can be applied without generating noticeable visual artifacts to the HVS, and thus no extra protection on those curvature is necessary. The assumption is based on our user study observation of JND on 3D objects [8][6].

IV. THE PROPOSED JND VISUAL DISCRIMINATION METRIC

Although earlier study [8][6] observed that a JND threshold is associated with 3D objects visualization, an average threshold may not be sufficient for some applications, which need to adjust the percentage of target users, or select a minimum or maximum threshold so that the target users will be satisfied with the quality delivered over the transmission pipeline. We thus propose in this section a visualization discrimination model, based on which an application can alter appropriate parameters to estimate the percentage of user population meeting certain criteria.

Given a 3D model as stimulus, the perceptual impact varies from one viewer to another. The probability that a viewer $i$ can correctly discriminate the visual quality of the stimulus $P(\theta_i)$ is dictated by the chance of guessing correctly ($c$) and the relative change ($\tau(d_z, d_x)$) generated on the model surface [8][6]. This psychophysical concept follows the same spirit as how ability or other hypothesized traits are described in Item Response Theory (IRT) [17]. We model the probability of correctly discriminating a stimulus by a viewer $i$ as:

$$P(\theta_i) = c + \frac{1 - c}{1 + e^{d(\tau(d_z, d_x))}}$$

where $d$ is a constant and $\tau(d_z, d_x)$ is an implicit function.

Given an original surface $S_i$, our approach first computes the medial axis $M_i$ of $S_i$. The new simplified surface $S_k$ can be generated through edge collapse [15][13] replacing vertices $Vx, Vy \in S_i$ with a new vertex $V_z \in S_k$, or through vertex
removal followed by hole-filling [3]. In the latter case, the center of the average plane formed by the neighbors of the vertex removed is denoted as \( V_z \). If multiple changes occur, removing connected neighbors, the final \( V_z \) is chosen. Given a surface change starting at \( V_x \) and terminating at \( V_z \), the implicit function is defined by:

\[
\tau(d_x, d_z) = \frac{|d_x - d_z|}{\max(d_x, d_z)}
\]

where \( d_x \) and \( d_z \) are the shortest distances of \( V_x \) and \( V_z \) from \( M_t \) respectively.

The S-shape function (Eq. 2) is often called the sigmoid curve or psychometric curve (Fig. 6(Left)). The bottom left convergence of the curve represents the highest difficulty to discriminate relative to a viewer's ability. In this case, a viewer with low discrimination ability has to guess and the probability of guessing correctly based on the two-alternative-forced-choice (2AFC) [6] setting is 50% after a sufficiently large number of discrimination tests have been conducted. The top right convergence indicates that a viewer with high ability can correctly discriminate 100% of the time. The point of inflection (75% correctness) of the psychometric curve provides the average threshold. Above the threshold and moving towards the right, the probability of a viewer discriminating correctly increases, while moving towards the left below the threshold, the probability of a viewer discriminating correctly decreases ending up with guessing.

We define this model to explain the perceptual impact caused by deleting or adding a vertex on a mesh surface, filling the void by interpolation similar to the reconstruction process after packet loss. The left convergence corresponds to guessing by the viewer when the change is not noticeable. Moving along the curve from left to right indicates that an increasingly higher percentage of viewers can correctly discriminate as the change becomes more noticeable, and ultimately when the change is obvious 100% of the viewers can discriminate correctly. The point of inflection is defined as the JND threshold of relative change. The HVS responds to relative change instead of absolute change when discriminating curvature artifacts on 3D surfaces [8][6]. \(|d_x - d_z| / \max(d_x, d_z)\) represents the relative change on a 3D surface.

We are interested in the threshold where the relative change of a stimulus is just noticeable. Note that in the JND Visual Discrimination Model the perceptual impact generated by the relative change \( \tau(d_x, d_z) \) diminishes when the change occurs farther away from the medial axis of the mesh (Fig. 6(Right)) on the 2D projection, when \( \max(d_x, d_z) \) gets bigger. This characteristic of diminishing visual impact is invariant to changing distance from the medial axis (illustrated by the various curves in Fig. 6(Right)). Our JND quality estimation formulation captures the observations obtained in subjective user studies [6].

A detailed discussion of the JND threshold and comparisons with other psychophysical findings in non-3D cases were given in [8] [6], where the advantage of using JND in visualizing 3D models was validated by conducting subjective user studies. However, no mathematical formulation was published before. The formulation contains the important parameters used in the subjective user studies [6], namely the probability of guessing and relative change. The customization of these parameters is application dependent. By adjusting the parameters, the visual discrimination curve will become steeper or flatter, and thus increase or decrease the percentage of target users, as well as the minimum and maximum thresholds required in an application. The JND formulation helps to suppress visually redundant data from the transmission pipeline, which will not improve QoE.

V. CONCLUSION

In this paper we introduced a mesh geometry-driven interleaving and surface curvature evaluation strategy for 3D meshes transmitted over unreliable networks taking burst packet loss into account. We also formulated a QoE metric on Just-Noticeable-Difference (JND) of relative change, to preserve visually significant and suppress visually redundant data, based on our earlier qualitative observations obtained from subjective user studies. Experimental results were shown with arbitrary meshes to demonstrate that the approach works well even when a high percentage of packets are lost. We distributed neighboring vertex information into different packets to minimize the risk of lost data affecting a large neighborhood, and assigned higher priority to surface features with higher curvatures, which generates bigger visual impacts if lost during transmission. Experiments on models with different
resolutions show satisfactory outcome outperforming other interleaving techniques in general, indicating that smoothness on the object surface was preserved even at 50% packet loss. In future work we will apply our JND model to enhance the QoE of stereoscopic and multi-viewpoint 3D, as well as animation data transmitted over mobile networks and devices.

APPENDIX A

Algorithms 1 - Computing parameter L
1. Given a mesh, obtain its histogram H (Table I);
2. Set \( t = 0 \) and while \( (H.CumPercent[t] < \Gamma) \) \( t++ \);
3. Set \( MaxDist = \) the longest adjacent distance in H;
4. Given B, search the minimum \( L \) from 2 to \( \lceil MaxDist \rceil \) satisfying confidence level \( \Gamma \):
5. \( L = 2 \);
6. while \( (B \times L \leq MaxDist) \) do
7. \( \text{found} = \text{true} \);
8. for \( (m = 0 \) to \( t \) do
9. \( \text{if} (L \text{ is divisible by } H.distance[m]) \)
10. \( \text{found} = \text{false} \);
11. break;
12. // for \( m \);
13. \( \text{if} (\text{found}) \) // found satisfying \( L \\
14. \text{break} ;
15. \( L++ \); // increase \( L \\
16. \) while;
17. return \( L \);

Algorithms 2 - Computing \((i, j)\) coordinates for a vertex

Computing \( j \):
Given a traversal order \( l \) of a vertex, the position \( j \) of the vertex in a packet is given by: \( j = \lfloor l/(B \times L) \rfloor \) according to Equation 1;

Computing \( i \):
We first get the packet distribution with \( j \) equal to 1 in network packets using Equation 1.
1. for \((k = 0 \) to \((B \times L - 1)\) do
2. \( \text{Packet}[k] = (k \mod B) \times L + \lfloor k/B \rfloor \)
3. //for \( k \)
Then we find the matching \( i \),
4. \( nMod = v \mod (B \times L) \);
5. for \((i = 0 \) to \((B \times L - 1)\) do
6. \( \text{if}(nMod == \text{Packet}[i]) \) then
7. \( \text{break} ;
8. // for \( i \)
9. return \( i \);

Algorithm 3 - Computing vertex traversal order \( v \) given \((i, j)\)

Use Equation 1
1. return\((j \times B \times L + (i \mod B) \times L + \lfloor i/B \rfloor)\);
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